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• Language
• 25 official languages + 5 semi official languages

• High volumes of vacancies
Millions of potential vacancies

Context



AO/DSL/VKVET-GRUSSO/Real–time LMI 2/009/16 5

Junior Software Developer 

As Junior Software Developer, you will develop 
excellent software for use in field mapping, data 
collection, sensor networks, street navigation, and 
more. You will collaborate with other programmers 
and developers to autonomously design and 
implement high-quality web-based applications, 
restful API’s, and third party integration.

We’re looking for a passionate, committed 
developer that is able to solve and articulate 
complex problems with application design, 
development and user experiences. The position is 
based in our offices in Harwell, United Kingdom.

Job vacancy

Occupation Skills

Time Area

Industry …Information
Extraction

2512 – Software Developer

Skills: develop software, 
implement web based 
applications, problem 
solving, develop user 

experiences

Harwell, UK

…

Information
Extraction



Structured
Data

Unstructured
data
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NACE
1° & 2°
Level

75%

Sector

Structured data

96%Record linkage with 
NACE

4%Record not linked
(unclassified)

Reference

Preliminary results
from ~1milions job ads



Custom
taxonomy

75%

Contract

Structured data

83%Record linkage with 
taxonomy

17%Record not linked
(unclassified)

Reference

Permanent
Self Employment

Temporary

Preliminary results
from ~1milions job ads



Custom
taxonomy

61%

Working
Hours

Structured data

78%Record linkage with 
taxonomy

22%Record not linked
(unclassified)

Reference

Full time
Part time

Preliminary results
from ~1milions job ads



ISCED
2011

48%

Educational
Level

Structured data

66%Record linkage with 
ISCED 2011

34%Record not linked
(unclassified)

Reference

Preliminary results
from ~1milions job ads



Custom
taxonomy

9%Structured data

12%Record linkage with 
taxonomy

88%Record not linked
(unclassified)

Preliminary results
from ~1milions job adsSalary

Reference

13 levels



Custom
taxonomy

45%

Experience

Structured data

45%Record linkage with 
taxonomy

55%Record not linked
(unclassified)

Reference

8 levels

Preliminary results
from ~1milions job ads



NUTS
&

LAU

48%

Place

Structured data

99%Record linkage with 
NUTS & LAU

1%Record not linked
(unclassified)

Reference

Preliminary results
from ~1milions job ads



ESCO v1
ISCO

19%

Occupation

Structured data

100%Record linkage with 
ESCO/ISCO

Reference

Preliminary results
from ~1milions job ads

(ESCO 4th level)



ESCO
+

Custom

10%

Skill Preliminary results
from ~1milions job ads

Structured data

92%Record linkage with 
ESCO/custom 

taxonomy

8%Record not linked
(unclassified)

Reference
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Overall Data Flow - Recap

Information
Extraction



Information Extraction is an area of natural language processing that deals with finding 
factual information in free text.

This task uses machine learning techniques (ontology based learning, supervised 
learning and unsupervised learning) to match job ads with standard classifications.

Data
cleaned and 
summarized

Staging
Area

Structured
Data

Staging
Area

Occupation Skills Industry …

Machine Learning à Ontology based learning, 
supervised learning and unsupervised learning, 

etc.

Information Extraction and Classification
Real Time Labour Market Intelligence



Information Extraction: analyse an unstructured document with the scope of extracting 
specific information.

Unstructured
data

Parsing,
Tagging, … Structuring Analysis

Information Extraction
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Classification

Pre
Processing

Language
Detector

IT – Ontology-based
Models

ES – Ontology-based
Models

EN – Ontology-based
Models



Classification

Pre
Processing

Language
Detector

IT – Ontology-based
Models

ES – Ontology-based
Models

EN – Ontology-based
Models

IT – Machine Learning
Models

ES – Machine Learning
Models

EN – Machine Learning
Models

Classified
Items
and 

explanation

Training set
By ESCO 
Corpus IT

Training set
By ESCO 

Corpus ES

Training set
By ESCO 

Corpus EN
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• Classify occupation from title of job ads
• Develop a generic approach valid for all 25 official languages of European 

Union (but also the co-official languages)
• Reduce the use of gold datasets with the scope to minimize the impact of 

human errors and ambiguities
• Design a system that is easily controllable and can be improved in case of 

misclassification: importance of explainable of outputs
• Create an occupations ontology
• Requirements

• High precision
• High comprehensibility

24

Goals
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• Multilanguage
• ~430 possible targets (ESCO Occupation Level 4)
• Large Gold Dataset for training ML models

• For each language
• 430 classes x 300 job ads ~ 120.000 

manually labelled job ads
• 300 most common classes x 300 job ads ~ 

90.000 manually labelled job ads
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Data and training set



• Supervised learning
• One model for each language (IT, DE, EN)

• Data labelled by expert from each country
• ~35k job ads 
• 436 possible targets

• Evaluating set ~5.000 job ads
• Weighted Precision ~30%
• ~250 detected professions
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First test
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Data Powers AI and Machine 
Learning

AI models can only learn from diverse, high quality data

More sophisticated models require even more data (high quality 
data!)

e.g. deep learning requires millions of documents!



ESCO v1

4° Level

436

chef Chefs are culinary professionals with a flair for 
creativity and innovation to provide a unique 
gastronomic experience.

2942 occupations

~ thousands 
alternative labels

1. chef
2. industrial chef
3. chef de partie
4. sous-chef
5. banqueting chef
6. commis chef
7. chef de cuisine
8. managing partner chef

alternative labels:
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Ontology to improve classification

System System

Engineer ITC

RoboticsDevelop

Plastic Ceramic

DevelopWaste

Noise2511 – System Engineer



• Ontology based learning + Supervised learning
• Esco Ontology
• One model for each language (IT, DE, EN)

• Data labelled by expert from each country
• ~25k job ads (cleaned train set using ESCO Ontology)
• 436 possible targets

• Evaluating set ~5.000 job ads
• Weighted Precision ~50%
• ~400 detected professions
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Second test
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Improve ontology
Topic modelling and unsupervised learning

Consultant

SAP IT

AnalysisBusiness



• Ontology based learning + Supervised learning
• Esco Ontology
• New labels from Topic modelling

• One model for each language (IT, DE, EN)
• Data labelled by expert from each country

• ~25k job ads (cleaned train set using ESCO Ontology)
• 436 possible targets

• Evaluating set ~5.000 job ads
• Weighted Precision ~80%
• ~423 detected professions
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Final considerations



1. Context
2. Text processing and multi-language environment
3. Classification processes, feature extraction and 

machine learning
4. Focus on occupation’s categorization

5. Focus on skill’s categorization
6. Preliminary results 

AO/DSL/VKVET-GRUSSO/Real–time LMI 2/009/16 33

Topics



Noise

Disambiguation
Text

Alternative 
labels

Consistent 
and linkage



Noise

We offer you

<working>
<highly motivated team>
<professional>
<Certified Project 
Manager>
<Scrum>
<performance-based>



Disambiguation
Text

<design> <application>

Design

Software System

GraphicsProduct



Disambiguation
Text

<design> <application>

Design

Software System

GraphicsProduct



Alternative 
labels

<computer science>

Computer
science

<ESCO>
Computer programming



Consistent 
and linkage

<java> <eclipse>

Eclipse

Java



<ESCO>
Computer programming

Consistent 
and linkage

<java> <eclipse>

Eclipse

Java

<Esco>
Object oriented programming



• Extract skills from description of job ads (and other 
metadata fields, e.g. skills, drive licensing, languages, …)

• Develop a generic approach valid for all 25 official 
languages of European Union (but also the co-official 
languages)

• Identify noise
• Use alternative labels from common job ads languages 

(and industry de-facto standard)
• Record linkage between extracted skills and ESCO 

Ontology
• Design a system that is easily controllable and can be 

improved in case of misclassification: importance of 
explainable of outputs
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Goals
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Text Similarity Approaches

String
based

Corpus
based

String similarity 
measures operate on 
string sequences and 

character composition.

Jaro-Winkler, Jaccard, 
Cosine similarity

Corpus-Based similarity is a 
semantic similarity measure that 

determines the similarity 
between words according to 
information gained from large 

corpora.

Latent Semantic Analysis, 
Explicit Semantic Analysis, 

DIStributionally similar words 
using CO-occurrences

Knowledge
based

Knowledge-Based 
Similarity is based on 

identifying the degree of 
similarity between 

words using information 
derived from semantic 

networks
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Text Similarity Approaches
Example

use object-oriented
programming

unified
modelling
language

object-oriented modelling
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Text Similarity Approaches
Example

String
based

String similarity 
measures operate on 
string sequences and 

character composition.

Jaro-Winkler, Jaccard, 
Cosine similarity

use object-oriented
programming

object-oriented modelling

Jaro
Winkler
~0.26

unified
modelling
language

Jaro
Winkler

~0.5



Corpus
based

Corpus-Based similarity is a 
semantic similarity measure that 

determines the similarity 
between words according to 
information gained from large 

corpora.

Latent Semantic Analysis, 
Explicit Semantic Analysis, 

DIStributionally similar words 
using CO-occurrences
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Text Similarity Approaches
Example

use object-oriented
programming

object-oriented modelling

LSA
~0.7

unified
modelling
language

LSA
~0.9



Knowledge
based

Knowledge-Based 
Similarity is based on 

identifying the degree of 
similarity between 

words using information 
derived from semantic 

networks
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Text Similarity Approaches
Example

use object-oriented
programming

object-oriented modelling

unified
modelling
language

alternative
labels
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Thanks for your attention


